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			ABSTRACT

		

		
			The purpose of this study was to capture some factors affecting wool fineness (WF) in Karacabey Merino. For this goal, CHAID (Chi-Square Automatic Interaction Detector) tree-based algorithm implemented to construct a regression tree diagram was specified based on Bonferroni adjustment within the scope of the prediction of wool fineness as a response variable. Also, Multivariate Adaptive Regression Splines (MARS) was implemented for the WF prediction. In the prediction of wool fineness (WF), sex, dam age (DA), birth weight (BW), birth type (BT), live body weight (LBW), greasy fleece weight (GFW), staple length (SL), number of fibers (F) and average number of crimps over a length of 5 cm (ANC) were considered as possible predictors. To guarantee the highest predictive accuracy of the CHAID algorithm, minimum animal numbers in parent and child nodes were thought as 4 and 2. Model fit statistics showed the powerful predictive performance of the CHAID and MARS algorithms, but MARS outperformed CHAID. Considering the regression tree diagram generated by CHAID algorithm, the most influential predictor affecting WF was F, followed by BW, ANC and DA at the 2nd significance degree, and SL at the 3rd significance degree, respectively. MARS predictive model with the selected 5 terms captured only F as a significant predictor. In conclusion, CHAID and MARS data mining algorithms reflected that F predictor may be considered as an indirect selection criterion in the characterization of the breed standards of the Karacabey Merino in wool characteristics for breeding goals.
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			INTRODUCTION

			In Turkey, sheep breeding activities were initiated on Merino sheep to improve yield and quality of indigenous breeds in the year 1933 by mating Merino rams with indigenous Turkish ewes. Thus, new sheep breeds i.e. Karacabey, Anatolia and Konya Merino sheep were developed. Among the breeds, Karacabey, found in north western Anatolia region of Turkey, was a new breed obtained by backcrossing German and Hungary rams with Kıvırcık sheep. Karacabey merino sheep breed (with Merino over 95%) has white-body, non-fat and thin-long tail and it has a fleece trait with medium wool quality. Karacabey Merino ewe’s body weight and fleece weight were 50-60 kg and 3-3.5 kg (Boztepe, 2015). 

			Thanks to studies on Merino sheep, a part of qualified wool production required for textile industry has been provided inasmuch as a qualified cloth is produced by the qualified wool. Fineness is one of the most important wool quality characteristics and the quality and price generally increase as the wool become thin (Kaymakçı and Sönmez, 1992). 

			Knowledge of the linear, non-linear and interaction relationships between the wool characteristics is indispensable not only in disclosing breed standards of the assessed breed, Karacabey Merino sheep, but also in more profitable sheep production. Trustworthiness of the knowledge is connected with choosing correct and robust statistical techniques (Eyduran, 2016) i.e. tree-based algorithms i.e. Classification and Regression Tree (CART) (Kovalchuk et al., 2017), Chi-Square Automatic Interaction Detection (CHAID) (Orhan et al., 2016; Akin et al., 2017a, b, c), Exhaustive CHAID (Eyduran et al., 2013), Multivariate Adaptive Regression Splines (MARS) and artificial neural network algorithms (Aytekin et al., 2018). Trees constructed by tree based algorithms are called classification tree for a categorical response variable and regression tree for a continuous response variable (Sümbüloğlu and Akdağ, 2007). Among those, CHAID constructs an understandably decision tree diagram that allows to visually present the evaluated data and to capture interactions among influential predictors that affect a response continuous variable (Aksahan and Keskin, 2015). CHAID algorithm uses F significance test and makes the Bonferroni adjustment to calculate adjusted P values at split points of the regression tree generated for the continuous response with a V-tenfold cross validation. MARS is a non-parametric regression technique describing a complex relationship between the response variable and predictors (Aytekin et al., 2018). 

			There are some earlier publications on describing factors affecting the wool characteristics at various sheep breeds. For example, Tariq et al. (2013) examined the effect of gender, type of birth, and flock location etc. on fleece characteristics. The influence of environmental factors on some wool characteristics was reported for Akkaraman and Malya sheep by Colakoglu and Ozbeyaz (1999). Eyduran et al. (2013) employed CHAID tree-based algorithm to predict the fleece weight from fleece weight (FW), staple length (SL), fiber length (FL), average number of crimps over a length of 5 cm (ANC) and wool fineness (WF) for Akkaraman and Awassi ewes at 2-yr age and highlighted that knowledge of the relationship between wool characteristics is significant but still not enough in literature. MARS and CHAID tree-based modeling studies are also scarce in the prediction of wool fineness by means of effective environmental factors and some wool characteristics. Therefore, the main aim of the present investigation was to predict wool fineness from some environmental factors and wool characteristics through MARS and CHAID tree-based modeling within the scope of indirect selection criteria. 

			MATERIALS AND METHODS

			Data collection 

			In this study, 156 Karacabey Merino sheep at yearling age were used. The data on sex, dam age (DA), birth weight (BW), birth type (BT), live body weight (LBW), greasy fleece weight (GFW), staple length (SL), number of fibers (F) and average number of crimps over a length of 5 cm (ANC) were considered as potential predictors were recorded from the Merino sheep in order to predict wool fineness (WF). 

			 Statistical analysis

			Student t test is used to compare two independent groups in a quantitative trait (Gecer et al., 2016). One-way ANOVA is specified to compare two or more independent groups in a continuous trait (Eyduran et al., 2015a, b, c). Two-way ANOVA is to capture the effect of two factors on the response trait at randomized block design, or the effect of two factors and their interaction on the response trait at factorial design. Within the framework of General Linear Model (GLM) that can include factors and covariates, CHAID algorithm can be implemented to predict a continuous response trait (Eyduran et al., 2008). 

			The CHAID tree-constructing steps are merging, splitting and stopping. The CHAID algorithm describes optimal split on the basis of chi-square statistics when the responsevariable is categorical, and F-test is specified for a continuous response variable. Predictors are tested for significance (which is generally an alpha level of 0.05). If the p-value is greater than the specified alpha level, the categories are merged into a single subset. The optimal split for each predictor is described in the merging step. The splitting step describes that the predictor is going to be used for optimal node splitting. Adjusted p-values of predictors are compared and the predictor with the smallest adjusted p-value (i.e., most significant) is chosen. If the adjusted p-value is less than or equal to the specified alpha-level the node is split, else it remains undivided as a terminal node. The tree growing process stops when the tree depth reaches the predefined minimum parent and child node size (Akin et al., 2018; Rashidi et al., 2014). 

			CHAID algorithm solely utilizes nominal or ordinal predictors and continuous predictors are converted into ordinal predictors in order to specify the following algorithm. For a given set of break points a1, a2…,ak-1 (in ascending order), a recognized x is mapped into category C(x) herein below:
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			When K is the chosen number of bins, for the approximation of the break points xi frequency weights are unified in computing the ranks. In the case of being ties, the average rank is specified. The rank and the corresponding values in ascending order can be described as {r(i), x(i)}ni=1

			For k = 0 to (K−1), set
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			Where (x) represents the floor integer of x. If Ik is not empty, ik= max {i : i ϵ Ik} The adjustment is made for the break points by equalizing to the x values corresponding to the ik, not including the largest (Breiman et al., 1984).

			The MARS model can be rewritten as follows:

			[image: ]

			Where; ͡y is the predicted value of the response variable (WF), β0, is an intercept, βm is the coefficients of basis functions, hkm (Xv (k, m)) is the basis function, where v(k, m) is an index of the predictor for the mth component of the kth product, Km is the parameter controlling the order of interaction.

			After building the most complex MARS model, the basis functions that did not contribute much to the model fitting performance were eliminated in the pruning process based on the following generalized cross-validation error (GCV) (Kornacki and Ćwik, 2005).
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			Where: n is the number of training cases, yi is the observed value of a response variable, yip is the predicted value of a response variable (WF), M(λ) is a penalty function for the complexity of the model with λ terms. 

			Goodness of fit criteria for computing predictive performances of the CHAID and MARS algorithms are presented as follows: 

			Pearson correlation coefficient (r) between the actual and predicted WF values,

			Akaike Information Criterion (AIC) calculated as:

			[image: ] 

			Root-mean-square error (RMSE) given by the following formula:
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			Global relative approximation error (RAE):
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			where: n – the number of cases (plants or animals) in a set, k – the number of model parameters (number of the selected terms in R), yi – the real value of a response variable, yip – the predicted value of a response variable, sm – the standard deviation of model errors, sd – the standard deviation of a response variable.

			Greater is better in square of the Pearson’s correlation coefficient which is defined as coefficient of determination (R2). Adjusted R2 is defined as follows

			[image: ]

			Where n is sample size and k is number of terms in the MARS model (Eyduran et al., 2019). 

			To guarantee the highest predictive accuracy of the CHAID algorithm as a growing method, minimum animal numbers in parent and child nodes were thought as 4 and 2 for the greatest predictive accuracy at 10 cross-validation. Tree depth of the CHAID was set at 3 by default (Koc, 2016). All the statistical computations regarding CHAID tree-based algorithm were performed by IBM SPSS 23 software. For MARS modeling with no interaction effect, the earth package in R was specified at 10 cross-validation through penalty=2, which prevents overfitting problem (Milborrow, 2011; Milborrow, 2018). To compute goodness of fit criteria mentioned above, the codes in the R software were written (R Core Team, 2014). 

			RESULTS AND DISCUSSION

			When the risk estimates of re-substitution cost and cross-validation cost were the closest for the CHAID data mining algorithm, the optimal regression tree diagram was constructed based on model fit criteria i.e. 0.956 R2, 0.955 adjusted R2, 0.377 RMSE, 0 ME, 0.018 RAE, 1.117 MAPE, 0.237 MAD, -293. 974 AIC, -293.574 AICc and 0.21 SD ratio. In the WF prediction of yearling Karacabey Merino sheep, the regression tree diagram formed by CHAID tree-based algorithm is depicted in Figure 1. Practically all of the variability of the WF was accounted for by the predictors entered into CHAID regression tree structure. The measured WF values had the approximately highest agreement with the WF values predicted by CHAID tree-based algorithm (r=0.978, P<0.01). In this respect, the CHAID was preferred for the phenotypically characterizing the yearling Merino sheep in the wool characteristics with a very big accuracy. The cut-off values of the statistically significant predictors differentiating the Merino sheep in wool traits in the tree structure may be remarkable indications for producers who postulate to develop sheep breeding approaches and provide more profitable sheep production. 

			At the top of the regression tree structure, Node 0 includes all of 156 sheep in the study and an overall mean of WF was 21.307 (S=1.806) micron. Node 0 was split into ten smaller subgroups (Nodes 1-10), available at the first tree depth, according to F trait. Among them, Nodes numbered 2, 3, 4, 5, 7, 9 and 10 were terminal nodes that were not influenced by any predictor at the second and third tree depths of the regression tree structure constructed here. As F increased from Node 1 through Node 10, it was understood from Figure 1 that the thinnest WF average was achieved with the range of 24.620 to 18.250 micron. At the first tree depth, it could be said that there was a reverse relationship between F and WF in the yearling Karacabey Merino sheep. Node 1, which was a subgroup of the yearling Merino sheep with F ≤ 87, had an average of 24.620 micron in WF. Nodes 11-16 were formed by BW, ANC and DA at the second tree depth, respectively. These three predictors had the second degree significance on WF. 

			Node 1 was divided by BW trait into two smaller subgroups viz. Node 11 (the subgroup of the yearling Merino sheep with F ≤ 87 and BW ≤ 3.8 kg) and Node 12 (the subgroup of the yearling Merino sheep with F ≤ 87 and BW > 3.8 kg), (26.450 vs. 24.338 micron in WF). Node 12 had averagely 2.112 micron in WF thinner than Node 11. 

			The thickest average WF predicted here was obtained by Node 11 in the regression tree structure. In this respect, 87 F and 3.8 BW may be the significant cut-off values. It was demonstrated that Nodes 2-5, the subgroups of those with 87 < F ≤ 108, were not influenced by any predictor. However, Node 6 represented the subgroup of the yearling Merino sheep with 108 < F ≤ 114 (20.977 micron in WF) and was divided by ANC into two smaller subgroups; namely, Node 13 (the subgroup of the yearling Merino sheep with 108 < F ≤ 114 and ANC ≤ 9.0) and Node 14 (the subgroup of the yearling Merino sheep with 108 < F ≤ 114 and ANC > 9.0) in the regression tree structure (20.800 vs. 21.009 in WF). Then Node 14 was split by SL into two smaller subgroups (Nodes 17 and 18) in the regression tree construction (21.100 vs. 20.989). Node 17 symbolized the subgroup of the yearling Merino sheep with 108 < F ≤ 114, ANC > 9.0 and SL ≤ 70, whereas Node 18 symbolized the subgroup of the yearling Merino sheep with 108 < F ≤ 114, ANC > 9.0 and SL > 70. 

			The subgroup of the yearling Karacabey Merino sheep with 118 < F ≤ 124 was included in Node 8 (20.111 micron in WF). Node 8 was divided by DA into two smaller subgroups numbered Nodes 15 and 16. Node 15 represented the subgroup of the yearling Karacabey Merino sheep with 118 < F ≤ 124 and DA of 2, 3, 5 and 6 ages, whereas Node 16 represented the subgroup of the yearling Karacabey Merino sheep with 118 < F ≤ 124 and DA of 1 and 4 ages. The thinnest WF average was produced by Node 10, as the subgroup of those with F > 135. 

			It was determined that MARS model with no interaction effects was the best for the highest predictive accuracy based on all model fit statistics estimated as: 0.993 R2, 0.993 adjusted R2, 0.155 RMSE, 0 ME, 0.007 RAE, 0.432 MAPE, 0.093 MAD, -572 AIC, -571 AICc and 0.086 SD ratio.

			The following MARS prediction model with the selected 5 terms is 

			WFPREDICT= 20.506 + 0.039*max(0, F– 89) + 0.146*max(0, 108 – F) – 0.121*max(0, F – 108) + 0.034*max(0, F-139) 

			Regardless of the remaining insignificant predictors except for F, let’s predict the WF value of a yearling Karacabey Merino sheep with F=100, 

			 WFPREDICT= 20.506 + 0.039*max(0, 100– 89) + 0.146*max(0, 108 – 100) – 0.121*max(0, 100 – 108) + 0.034*max(0, 100-139) 

			WFPREDICT= 20.506 + 0.039*max(0, 11) + 0.146*max(0, 8) – 0.121*max(0, –8) + 0.034*max(0, –39) 

			Where max(0, –8) = 0 and max(0, –39)=0. In conclusion,

			WFPREDICT = 20.506 + 0.039*max(0, 11) + 0.146*max(0, 8) 

			WFPREDICT = 20.506 + 0.039*11 + 0.146*8=20.506 + 0.429 + 1.168 = 20.935 micron. 

			Table I presents significance tests of the intercept and coefficients estimated for MARS model obtained above. All the coefficients were found significantly (P<0.001). Some cut-off values (89, 108 and 139) for F trait in the MARS model were obtained, which may be noteworthy signs for wool breeding studies.

			Table I. The estimated coefficients and significance tests of MARS model. 
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							Std. Error

						
							
							t value

						
							
							Pr(>|t|)

						
					

					
							
							(Intercept)

						
							
							20.506454

						
							
							0.102933

						
							
							199.221

						
							
							< 2e-16 ***

						
					

					
							
							max(0,F-108)

						
							
							-0.121055

						
							
							0.006781

						
							
							-17.851

						
							
							< 2e-16 ***

						
					

					
							
							max(0, 108-F)

						
							
							0.145797

						
							
							0.004246

						
							
							34.341

						
							
							< 2e-16 ***

						
					

					
							
							max(0, F-139)

						
							
							0.033562

						
							
							0.003886

						
							
							8.635

						
							
							7.7e-15 ***

						
					

					
							
							max(0, F-89)

						
							
							0.039101

						
							
							0.005943

						
							
							6.579

						
							
							7.3e-10 ***

						
					

				
			

			Signif. Codes, 0; ***, 0.001; **, 0.01; *, 0.05;‘.’ 0.11; Residual standard error, 0.1574 on 151 degrees of freedom; Multiple R-squared, 0.9926; Adjusted R-squared,  0.9924; F-statistic, 5059 on 4 and 151 DF; p-value, < 2.2e-16. 
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			Fig. 1. The regression tree diagram constructed by CHAID tree-based algorithm.

			Pearson correlation coefficient between measured WF values and the WF values predicted by MARS modeling was found as 0.996 (P<0.01). Here, only a significant predictor (F) for MARS modeling was captured and the remaining predictors were excluded from MARS predictive model. As mentioned above, it is clear that, the MARS produced the flexible and practical model. For instance, the above MARS predictive model for the subgroup of Merino sheep with F < 89, which is also expressed as the subgroup corresponding to Node 1 in the CHAID tree-based algorithm, is converted into WFPREDICT= 20.506 + 0.146*max (0, 108 – F). 

			Genetic correlation between WF and F must be estimated to confirm comments regarding F in the wool characterization of the examined Karacabey Merino sheep. If genetically confirmed, F can be considered as an indirect selection criteria. However, it could be taken into consideration that the effect of F on WF, as also seen from Nodes 1, 6 and 8, could be changed by BW, ANC, and DA predictors interacted with F. Besides, CHAID classified animals with the ideal WF or the worst WF in Karacabey Merino sheep by ensuring the high predictive accuracy in WF prediction. 

			To make accurate comments, we still needs much more sophistical techniques i.e. CHAID, ANNs and especially MARS in contrast to the previous studies in which routine statistical methods were used (Aytekin et al., 2018). It is important for a good selection strategy to reveal environmental factors that can affect tool traits. The current CHAID results captured significant environmental factors for WF in contrast to the MARS result. However, MARS allows ones to simultaneously analyze multi responses as a statistical background compared to the CHAID. 

			Kucuk et al. (2000) mentioned that age was a significant factor for wool traits. Tariq et al. (2013) reported that birth type and sex were non-significant for fleece traits. These two factors were observed to be also nonsignificant sources of variation in our current study. Kucuk et al. (2000) emphasized great importance of the relationship between some wool traits i.e. med-fibers, fiber’s diameter, elasticity and length for Turkish breeds in the development of carpet industry. Eyduran et al. (2013) utilized CHAID tree-based algorithm to predict fleece weight (FW) from several wool traits i.e. SL, ANC, WF and FL (fiber length) in Akkaraman and Awassi ewes at 2 yr. and obtained the heaviest average (3.470 kg) for Awassi sheep with FW SL >13 and FL≤15. They informed that, no influential predictor was recorded for the FW of Akkaraman ewes and, breed factor was the most influential predictor for the FW. 

			In agreement with the present statements, they mentioned CHAID in terms of phenotypically characterizing the wool traits and genetically finding indirect selection criteria. However, the studied traits were different from those evaluated in our study. Eyduran (2016) highlighted that MARS algorithm may be a statistically extraordinary preference for one or multiple continuous response models in small ruminant investigations and also implemented for the data set of the optimal design with a response surface methodology (RSM). To date, use of MARS algorithm without the validity of the distributional assumption of the included variables is, therefore, scarce for predicting WF. Within this context, applicability of the MARS data mining approach as a novel approach to the wool data is of great interest. The difference is attributable to the variability in sheep breed, the studied traits, sample size, interaction effects, nutritional status, and statistical techniques. 

			CONCLUSION

			WF is the most important trait that affects quality and price in wool. In this respect, there is a growing interest for the determination of the influential factors. As highlighted in the study, the sophistical data mining approaches are more useful tools to determine the causal relationship between the wool traits, and but may be gained significance for further studies. In further studies, the relationship between phenotypic values and breeding values of the sheep in WF can be revealed for sheep breeding strategies through CHAID and MARS algorithm. Also, the effect of inbreeding on WF can be evaluated by the algorithms. If ideal goodness of fit is provided as also obtained in the present study, a special MARS model can be developed for each Node of the CHAID, as a new approach. 
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The purpose of this study was to capture some factors affecting wool fineness (WF) in Karacabey Merino. ] ournal.pjz/20190329150359

For this goal, CHAID (Chi-Square Automatic Interaction Detector) tree-based algorithm implemented *

Corresponding author: tarigki-

to construct a regression tree diagram was specified based on Bonferroni adjustment within the scope of aniraj a@hotmail.com

the prediction of wool fineness as a response variable. Also, Multivariate Adaptive Regression Splines Yooy

(MARS) was implemented for the WF prediction. In the prediction of wool fineness (WF), sex, dam 0030-9923/2021/0002-0691 $
age (DA), birth weight (BW), birth type (BT), live body weight (LBW), greasy fleece weight (GFW), 9.00/0

staple length (SL), number of fibers (F) and average number of crimps over a length of 5 cm (ANC) were Copyright 2021 Zoological Society
considered as possible predictors. To guarantee the highest predictive accuracy of the CHAID algorithm, of Pakistan

minimum animal numbers in parent and child nodes were thought as 4 and 2. Model fit statistics showed

the powerful predictive performance of the CHAID and MARS algorithms, but MARS outperformed

CHAID. Considering the regression tree diagram generated by CHAID algorithm, the most influential

predictor affecting WF was F, followed by BW, ANC and DA at the 2™ significance degree, and SL at

the 3" significance degree, respectively. MARS predictive model with the selected 5 terms captured only

F as a significant predictor. In conclusion, CHAID and MARS data mining algorithms reflected that F

predictor may be considered as an indirect selection criterion in the characterization of the breed standards

of the Karacabey Merino in wool characteristics for breeding goals.

INTRODUCTION

In Turkey, sheep breeding activities were initiated
on Merino sheep to improve yield and quality of
indigenous breeds in the year 1933 by mating Merino
rams with indigenous Turkish ewes. Thus, new sheep
breeds i.e. Karacabey, Anatolia and Konya Merino sheep
were developed. Among the breeds, Karacabey, found
in north western Anatolia region of Turkey, was a new
breed obtained by backcrossing German and Hungary
rams with Kivircik sheep. Karacabey merino sheep breed
(with Merino over 95%) has white-body, non-fat and
thin-long tail and it has a fleece trait with medium wool
quality. Karacabey Merino ewe’s body weight and fleece
weight were 50-60 kg and 3-3.5 kg (Boztepe, 2015).

Thanks to studies on Merino sheep, a part of qualified
wool production required for textile industry has been
provided inasmuch as a qualified cloth is produced by the
qualified wool. Fineness is one of the most important wool

quality characteristics and the quality and price generally
increase as the wool become thin (Kaymakg¢1 and Sénmez,
1992).

Knowledge of the linear, non-linear and interaction
relationships between the wool characteristics is
indispensable not only in disclosing breed standards of
the assessed breed, Karacabey Merino sheep, but also
in more profitable sheep production. Trustworthiness of
the knowledge is connected with choosing correct and
robust statistical techniques (Eyduran, 2016) i.e. tree-
based algorithms i.e. Classification and Regression Tree
(CART) (Kovalchuk et al., 2017), Chi-Square Automatic
Interaction Detection (CHAID) (Orhan ef al., 2016; Akin
et al., 2017a, b, c), Exhaustive CHAID (Eyduran ef al.,
2013), Multivariate Adaptive Regression Splines (MARS)
and artificial neural network algorithms (Aytekin et al.,
2018). Trees constructed by tree based algorithms are
called classification tree for a categorical response variable
and regression tree for a continuous response variable
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