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Introduction

In Pakistan, a large portion of population is using 
agriculture as profession. Human history in Paki-

stan is very old about more than five thousand years 
before Christ and The history of cultivation is also 
ancient. Now Pakistan country with a population of 
220 million people and 38% of work force is used in 
agriculture (Pakistan Economics Survey 2018-19). If 
we look at the chart of import-export it is obvious 
that Pakistan spends a lot of money on the import of 
edible oil (Soybean and Palm). Pakistanis’ economy 
can be better position if it manages to decrease im-
ports and increase its export. The demand for edible 
oil is increasing every year, due attention to this issue 
is needed. Pakistan Grows many type oil seeds crops, 
one of the important crops which is sown in Rabi 

season is rapeseed and mustard (Ali et al., 2015).

Rapeseed (Brassica napus) has beautiful bright and 
yellow flowers, belongs to the family of Brassicace-
ae which has many species. In world Rapeseed and 
Mustard is 3rd important crop ( Jafar, 2016). Rape-
seed and mustard have an old history in south Asia 
of more than 5000 years BC (Yan, 1990). Pakistan 
has a suitable environment for rapeseed and mustard 
crops, and it is sown in all provinces of Pakistan. In 
Pakistan, rapeseed and mustard are cultivated in both 
irrigated and un-irrigated areas due to many advan-
tages of that crop.

The knowledge for future estimates is of much im-
portance for planning and making fruitful decisions. 
In this study future estimate for rapeseed and mus-
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tard crop production in Pakistan is made by using the 
time series analysis. There is not much attention is 
given to oilseed crops, as a result, the area and pro-
duction under the crop are decreased in Pakistan. To 
forecast the production of rapeseed and mustard we 
use the time series analysis approach. No doubt for 
forecasting purposes Box-Jenkins approach is very 
popular and is used in many studies. We use the BDS 
test for checking linearity condition in this study also 
before using the model for forecasting (Bisaglia and 
Gerolimetto, 2014). 

The objectives of this study are;

1.	 To develop appropriate modeling for production 
of Rapeseed & Mustard crop in Pakistan, which 
fulfill all prerequisite assumption of normality, 
stationary and linearity. 

2.	 To forecast the production of Rapeseed & Mus-
tard crop in Pakistan.

 
Materials and Methods
 
Sources of data
The secondary data of production for rapeseed and 
mustard from 1947-48 to 2016-17 in Pakistan were 
retrieved from the website of agriculture marketing 
service, Punjab, Lahore.

Here we used Box-Jenkins ARIMA approach which 
is known as one of the reliable and well-recognized 
techniques for both model building and forecasting 
production of rapeseed & mustard.

For forecasting is one of the reasons for choosing 
ARIMA model is that it assumes nonzero autocorre-
lation between the values of data (Kumar and Anand, 
2014). As we know the linear feature of the data can 
only be capture by ARIMA model, so it is necessary 
to check linearity condition. 

We checked stationary of the series by different tests 
like as time plot, Correlogram, and unit root test. To 
remove problem of stationary we use the differencing 
techniques. We build the ARMA model after making 
the series stationary. Partial Autocorrelation Function 
(PACF) and Aut –Correlation Function (ACF) help 
us in choosing the order of the model. The diagnostic 
checking based on Akaike.

Information criteria (AIC), Bayesian Information 

Criteria (BIC). Then BDS test is applied to residuals 
from fitted linear ARIMA models to check Linearity. 

Null hypothesis Ho: Series is linear
In the decade of 1980s, the BDS test was developed 
first time for testing the independence and identical 
distribution. And after more studies, it was investigat-
ed that it is very useful for checking linearity (Brock, 
1991). If the null hypothesis for fitted model is reject-
ed it means a nonlinear time series process. 

The BDS test statistics can be calculated as, firstly as 
xt

m = (x1, xt+1, …, xt-m-1) for t= 1,2,3,…, t-m for integer 
embedding dimension m greater than two. The cor-
relation integral is then computed with ε distance of 
each other.

Where Iε is the indicator function.

 

BDS shows that the observed Xt are independent 
identical distribute d (iid) under the null hypothesis, 
then Cm,I (ε) – CI,t (ε)m with probability one as the 
sample size tends to infinity and ε tends to zero.

Brock et al. (1996) shows, the BDS test statistics as,

  
Where;

 
C = C1,T(ε)
and 

 

Because the BDS test is two-sided test at a 5% signif-
icance level the null hypothesis will be rejected, when 
|wm,I (ε)| > 1.96. 

An overall test of joint hypothesis that all the auto-
correlation coefficients (ρk) up to certain lags equal to 
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zero, which can be done by Q Statistic by Box and 
Pierce. 

(Gujrati and Porter, 2009).
Where;
n: Sample size; m: Lag length; ρˆk: The autocorrela-
tions of the estimated residuals.

The Q statistic for large sample is distributed as χ2 

with m degree of freedom, we may reject Null hy-
pothesis when calculated Q exceeds critical region 
value. A variant of Q statistics is Ljung Box (LB) sta-
tistics that are as follows.

(Gujrati and Porter, 2009).
Q statistic and LB statistic follows χ2 distribution with 
m degree of freedom for large samples but for small 
sample properties, LB is more powerful (Broock et 
al., 1996).

Now after successful model testing of selected appro-
priate best fit ARIMA model, which is satisfying the 
linearity condition, is used for forecasting purpose.

Results and Discussion

Production of rapeseed and mustard for the period 
1947-48 to 2014-15 is used for model building, and 
an appropriate ARMA model is tested for 2015-16 
and 2016-17. Then forecasting for the year 2017-18 
to 2021-22 is done.
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Production 0f Rapeseed & Mustard crop in Pakistan from 1947-48 to 2014-15

Figure 1: Production of rapeseed and mustard in Pakistan from 
1947-48 to 2014-15.

In time series ARIMA modeling, we checked the sta-

tionary of the data production of rapeseed and mus-
tard. We plot the time series as shown in Figure 1, 
which shows that the series is stationary.

To confirm the stationary condition Augmented 
Dickey-Fuller (ADF) test is used. Table 1 shows that 
as p-value=0.0044, so we will reject the Null hypoth-
esis that the series has a unit root. Thus, the series is 
stationary at level.

Table 1: Unit root test for time series of production of 
rapeseed & mustard in Pakistan.
Null Hypothesis: Production of rapeseed & mustard has a 
unit root
Exogenous: Constant
Lag Length: 0 (Automatic - based on SIC, maxlag=10)

t-Statistic  Prob.*
Augmented Dickey-Fuller test statistic -3.819688  0.0044
Test critical values: 1% level -3.531592

5% level -2.905519
10% level -2.590262

*MacKinnon (1996) one-sided p-values.
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Series: PAKISTAN
Sample 1 68
Observations 68

Mean       226.7882
Median   226.5500
Maximum  301.2000
Minimum  125.0000
Std. Dev.   37.27316
Skewness  -0.141490
Kurtosis   3.001701

Jarque-Bera  0.226896
Probability  0.892751

Figure 2: Histogram for Production of Rapeseed & Mustard in Pa-
kistan from 1947-48 to 2014-15.

Figure 2 helps us to confirm normality condition for 
the series, as the value of Jarque- Bera is 0.226896, 
and p-value 0.892751 suggests that the series is nor-
mal. 

Hence, we can observe that the values of mean and 
median are about same, the value of kurtosis is 3 and 
skewness is also near zero. Which is desirable and 
thus series fulfills both prerequisite conditions of nor-
mality and stationary. 

Correlogram is quite helpful to find out the appro-
priate values of autocorrelation (p) and partial auto-
correlation (q). As shown in Table 2 the correlogram 
for the production of rapeseed and mustard in Paki-
stan shows first four values of the autocorrelation are 
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crossing the limit after fourth value rest of the values 
are within the limits and in partial autocorrelation, 
only first value is crossing the limit. It is also clear 
from the correlogram that the series is stationary 
because most of the values are falling within the 
limits.

We can see in Table 3 that the coefficient of constant 
and autoregressive of order one are significant. The 
value of R square is 0.436119 and the value of ad-
justed R square is 0.418768, similarly, the value of 
Durbin Watson stat is 2.186352, which is quite rea-
sonable. This all information suggests that the model 
(1,0,0) is appropriate. 
 
Table 2: Correlogram for production of rapeseed & mus-
tard in Pakistan.

In Table 4 we can observe the values of NBIC, AIC, 
Schwarz, and Hannan Quinn criterion for different 
appropriate three models. As in Table 4 we can see 
the values of AIC for AR model (1,0,0) and ARMA 
model (1,0,1) are same. On the other hand NBIC, 
Schwarz and Hannan-Quinn criterion values of the 
model (1,0,0) are least. Thus the AR (1,0,0) model is 
best as compared to the models (1,0,1) and (2,0,0) 
on the basis of NBIC, AIC, Schwarz, and Hannan 
Quinn criterion.

After choosing the best appropriate AR model 
(1,0,0), now we will check its normality condition for 

its residuals. In Figure 3, histogram is shown and the 
p-value 0.527933 suggests that the normality condi-
tion is satisfied.

Table 3: ARMA (1,0,0)
Dependent Variable: Pakistan
Method: ARMA Maximum Likelihood (OPG - BHHH)
Date: 12/30/19 Time: 06:54
Sample: 1 68
Included observations: 68
Convergence achieved after 6 iterations
Coefficient covariance computed using outer product of gradi-
ents
Variable Coeffi-

cient
Std. 
Error

t-Statistic Prob. 

C 224.9976 9.646543 23.32417 0.0000
AR(1) 0.661907 0.095815 6.908164 0.0000
SIGMASQ 771.8733 144.4131 5.344896 0.0000
R-squared 0.436119 Mean dependent var 226.7882
Adjusted 
R-squared

0.418768 S.D. dependent var 37.27316

S.E. of regression 28.41651 Akaike info criterion 9.583410
Sum squared resid 52487.38 Schwarz criterion 9.681330
Log-likelihood -322.8359 Hannan-Quinn 

criter.
9.622209

F-statistic 25.13623 Durbin-Watson stat 2.186352
Prob(F-statistic) 0.000000
Inverted AR Roots  .66

Table 4: Goodness of fit tests.
Model Normalized BIC AIC Schwarz Hannan-Quinn
(1,0,0) 6.83 9.58 9.68 9.62
(1,0,1) 6.87 9.58 9.71 9.63
(2,0,0) 6.88 9.59 9.72 9.64
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Series: RESID
Sample 1 68
Observations 68

Mean       0.711042
Median   2.574764
Maximum  61.54850
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Std. Dev.   27.98000
Skewness  -0.332069
Kurtosis   2.900867

Jarque-Bera  1.277572
Probability  0.527933

Figure 3: Histogram and normality test for the residuals of AR 
model (1,0,0).

Autocorrelation function (ACF) and Partial Au-
tocorrelation Function (PACF) of the residuals are 
for the AR model (1,0,0) are shown in Figure 4. It 
is quite clear that all the residuals are within the 
bounds.
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Table 5: Model statistics for (1,0,0).
Model Number of 

Predictors
Model Fit statistics Ljung-Box Q(18) Number of 

OutliersNormalized BIC Statistics DF Sig.
Prod of Rapeseed & Mustared Model (1,0,0) 0 6.826 17.909 17 .395 0

Table 6: BDS test for residuals of (1,0,0) model for production of rapeseed & mustard in Pakistan.
BDS Test for RESID
Date: 12/30/19 Time: 07:58
Sample: 1 68
Included observations: 68
Dimension BDS Statistic Std. Error z-Statistic Prob.
 2 -0.006524  0.007360 -0.886366  0.3754
 3 -0.004953  0.011783 -0.420386  0.6742
 4 -0.000392  0.014130 -0.027737  0.9779
 5  0.000932  0.014831  0.062824  0.9499
 6  0.001862  0.014402  0.129273  0.8971
Raw epsilon  41.59997
Pairs within epsilon  3266.000 V-Statistic  0.706315
Triples within epsilon  166336.0 V-Statistic  0.529005
Dimension C(m,n) c(m,n) C(1,n-(m-1)) c(1,n-(m-1)) c(1,n-(m-1))^k
 2  1061.000  0.479873  1542.000  0.697422  0.486397
 3  704.0000  0.328205  1487.000  0.693240  0.333159
 4  477.0000  0.229327  1440.000  0.692308  0.229719
 5  324.0000  0.160714  1397.000  0.692956  0.159783
 6  212.0000  0.108551  1345.000  0.688684  0.106689

Figure 4: Plot of autocorrelation function and partial autocorrela-
tion function of residuals.

To confirm whether time series is white noise, for this 
purpose we calculate Ljung Box Q statistics = 17.909 
in Table 5. This leads us that the series is stationary, 
and the model is best fit. Before moving toward fore-
casting we first check the linearity condition of the 
residuals for the model (1,0,0) also.

The BDS test is applied on the residuals of model 
(1,0,0) for checking linearity condition as shown in 
Table 6. All the p values for each dimension are great-
er than 0.05, this leads us that we don’t reject null 
hypothesis. Thus we can conclude that the series is 

linear. Now we can use this model for forecasting.

As we use 68 years for model building, two years for 
cross-validation, and next five years for forecasting. 
In Table 7 cross-validation and forecasted values are 
shown. The information contained in Table 7 leads us 
to conclude that the production of rapeseed and mus-
tard crops in Pakistan will increase in future.

We can see observed, fitted, and forecasted values in 
Figure 5, the model fits well, and forecasted values 
shows an increasing trend in the production of rape-
seed and mustard in Pakistan.

Table 7: Cross validated and forecasted values for pro-
duction of rapeseed & mustard in Pakistan.
Year Actual Predicted
2015-16 194 218.9
2016-17 180.4 221.0
2017-18 N.A 222.3
2018-19 N.A 223.2
2019-20 N.A 223.8
2020-21 N.A 224.2
2021-22 N.A 224.5
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Figure 5: Plot of observed, fitted, and forecasted values.

Conclusions and Recommendations

We tried to forecast the production of rapeseed and 
mustard crops in Pakistan by time series analysis. The 
NBIC, AIC, Schwarz, and Hannan-Quinn criterion 
are used to choose the best appropriate model (1,0,0). 
We fullfill all prerequisite assumptions of the statis-
tical Techniques. We use the BDS test to check the 
linearity of the residuals of the model (1,0,0) in this 
study also. After that, the model (1,0,0) is used for 
forecasting the production of rapeseed and mustard 
crops in Pakistan and increasing trend is concluded.

While using Box Jenkins methodology beside satis-
fying normality and stationary conditions, linearity 
of the residuals should be satisfied before using the 
model for forecasting purpose. By using approved 
quality of seed and modern ways of cultivation we can 
get more production from rapeseed and mustard crop 
as compared to the past.
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