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Introduction

Data in its raw form is not meaningful enough to 
help users in making decisions for which data is 

processed to be stored in the form of information. In 
the last few decades, it was realized that if data can be 
converted to knowledge it will assist decision makers 
in reaching reliable and wise decisions. Data Mining 
is the domain in which data is mined to extract hidden 
trends to discover knowledge. The patterns which are 
extracted by data mining are implicit and invisible in 
raw data. Wise decisions depend upon such analytical 

insights. The process of data mining is carried out in a 
series of steps starting from storing data to database, 
transiting through data warehousing, data integration 
and concluding at patterns extracted after applying 
some algorithms. Multiple models which are not 
limited to CRISP-DM (Shearer, 2000), SEMMA 
(https://documentation.sas.com/doc/en/emref/14.3/
n061bzurmej4j3n1jnj8bbjjm1a2.htm) are proposed 
for giving a framework to the process of data mining. 
In Figure 1 Process of knowledge discovery is 
modeled that includes selection of relevant data from 
large data repositories, then data is preprocessed and 
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transformed into required format and hidden insights 
are drawn from that data and knowledge is discovered 
in the last phase. CRISP-DM is a standard process 
of Data Mining with 6 phases similar to SEMMA 
but focus on business understanding and data 
understanding and deployment which is why it is 
applicable broadly (Shaheen et al., 2011b). Whereas 
SEMMA from SAS institute is an alternate standard 
process for data mining but omits deployment. The 
stages of Data Mining in first place does sample 
collection and subset dataset take place in second 
exploration of patterns in data. Data is cleaned in 
third stage and transformed in forth stage after which 
the best fit model, its usefulness and reliability of the 
results is computed (Han, 2011).

Figure 1: Process of data mining (Han, 2011).

The techniques through which data mining addresses 
the said problem (s) can broadly be classified into 
(1) Classification, (2) Prediction, and (3) Clustering. 
The classification done by data mining is done 
through automated or semi-automated methods 
which conclude in the extraction of non-trivial and 
previously unknown patterns (Shaheen et al., 2011) 
e.g. anomaly detection, graph to find dependencies 
and association rules (Hipp et al., 2000; Shaheen et al., 
2013a) and multi-chain classifiers (Ali and Asghar, 
2019). In clustering, the datasets are unsupervised 
and the techniques used for clustering are K-Means, 
K-Mediod, Subspace clustering, etc. (Mittal et al., 
2019). 

Placement of data points into defined groups based 
on previous placements is called classification. 
Learning greatly relates to the classification. Humans 
in their daily life classify animals into mammals and 
non-mammals, weather into cold and hot, students 
into intelligent and dull, etc. Classification can be 
done by Machine Learning as well as by Data mining 
( Jameel and Rehman, 2018). Classification in data 
mining is divided into supervised, semi-supervised 
and unsupervised classification (Shaheen et al., 

2011a). When a dataset contains class labels and can 
be divided into training and test sets based on the 
presence of class labels, supervised classification is 
used. On the other hand, unsupervised classification is 
applied on the datasets without class labels (Shaheen 
et al., 2011a). Semi-supervised classification is a 
mixture of both and applied when data instances are 
partially labeled. The techniques which are commonly 
used in supervised classification are support vector 
machines, naïve Bayes classification, ID3 and C4.5 
decision trees, and others (Shaheen et al., 2019). 
The techniques which are commonly used for 
unsupervised classification includes SOMs (Self-
Organizing Maps), clustering and MM models. 

Since the focus of this paper is on clustering, it is an 
unsupervised classification technique in which data 
instances are grouped on the basis of some implicit 
similarity measure like distance (Khan and Hogg, 
2014). Data clustering is a broadly studied area in 
data mining and the algorithms of data clustering 
are broadly classified into hierarchical methods, grid-
based methods and partitioning methods (Mittal et 
al., 2019). K-Means is considered to be the baseline 
for the rest of the clustering algorithms. K-Means, 
K-Medians and K-Mediod algorithms of clustering 
are placed in the category of partitioning algorithms. 
The similarity in cluster data points is computed 
by using different measures. The points in a cluster 
should be similar enough to each other (inter-cluster 
similarity) and maybe at maximum dissimilarity with 
the points of other clusters (intra-cluster dissimilarity) 
(Han, 2011).

K-means algorithm is a technique used for clustering. 
It is a simple algorithm and gives better accuracy with 
lower complexity. The euclidean distance of the points 
is taken from randomly picked cluster centers to group 
the points with cluster centers based on distance. The 
downside is that the K Mmeans algorithm won’t deal 
with unusual data. The data that won’t fall in any of 
the existing clusters are considered to be Outlier or 
Extreme value. If the dataset is noisy, outliers would 
affect the overall accuracy of the results. These outliers 
may represent noise within the dataset but they do 
not always. An outlier can also represent an anomaly 
or unexpectedness (Rehman and Belhaouari, 2021).

K-means produces better results on smaller data sets. 
The ultimate target of the algorithm is to find a locally 
optimal solution. This is done by adjusting data points 
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and minimizing the distance from its closest cluster 
center (Wu et al., 2021). The algorithm has lower 
complexity and gives fairly accurate results but the 
accuracy of the K-Means algorithm is compromised 
because it doesn’t take care of the outliers. In a dataset, 
the Outlier is a point reflects abnormal behavior 
and won’t fit in any of the class. Noise is one of the 
examples of an outlier. Reasonable results can be 
generated if the outlier is eliminated from k means. 
An outlier is similar to odd man out.

In the extant literature, there does not exist a method 
to find outliers from K Means clusters. Some methods 
to detect outliers from the datasets are there which 
include depth-based outlier detection methods, 
distance-based and density-based (Huang et al., 
2017). However, the facts revealed from the existing 
literature are given in the following paragraph.

In the literature, two types of outlier detection 
methods are given; (1) Local and (2) Global outlier 
detection methods ( Jabbar, 2021; Kriegel et al., 2010). 
The perspective of the Global method is coarse-
grained. Outliers are found at a broader level. The 
data that is considered as reference points in these 
methods are considered as a whole and clusters are 
formed in a single pass. Conversely, in the local 
outlier detection methods, smaller subsets of the 
original dataset are marked as reference points and 
the final clusters are formed at multiple passes. The 
approach reduces the size of the cluster and detects 
outliers more effectively. There are certain approaches 
in which the reference points vary. A brief pictorial 
view of both the approaches is given in Figure 2.

Figure 2: Local and global outlier detection methods.

K-Nearest Neighbor approach is effective on those 

clusters which are less dense. By classification of 
outlier detection techniques into local and global 
techniques, it is assumed that scope may be the only 
parameter for classifying outlier detection methods 
but this is not the case. The techniques have also been 
divided based on density. For outlier detection density-
based methods are used, in which different density 
probabilities estimation strategies are used to detect 
outliers. Lower the density of the data point, more 
probable it is to be outlier (Lin et al., 2019). Anomaly 
score technique is an example of a density-based 
technique. Anomaly score of a data point is calculated 
by taking distance from a k-nearest neighbor (Wu et 
al., 2021). The anomaly score is obtained by selecting 
n number of nearest neighbors placed at a distance 
of d from each other. It is similar to the approach 
that measures the density of a data record within 
a hypersphere with radius r. The advantage of this 
method is that if the number of irregularities in the 
dataset are beyond some threshold, they can expose 
its presence in an existing cluster. Such variable 
density issues thoroughly remained as an area of work 
for researchers and may be considered as a reason for 
lesser diffusion of global outlier techniques. Local 
Outlier Factor (LOF) (Kotu and Deshpande, 2015) 
on the other hand, makes a comparison between the 
density of principal data point and its neighbors. The 
ratio of the density of points with the density of K 
neighbors is computed.

Local Distance-based Outlier Factor (LDOF) (Zhang 
et al., 2009; Wang et al., 2021) is based upon the 
calculation of distance d of a point from its neighbors 
in order to find scatterings or deviation of a point 
from its neighbors. Outliers are determined on the 
basis of the high score of the LDOF. The LDOF can 
be computed by using Equation 1.

In Equation 1 d is used for the distance between a 
point and its neighbors.

Outlier removal clustering (ORC) is another technique 
used for the detection and removal of an outlier (Liu 
et al., 2021). ORC is a two stage iterative process. In 
the first stage, K-means clustering will be used to 
classify the data points till the convergence and in 
the second stage, outlyingness factor of each vector 
will be computed. Outlyingness factor is calculated 
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on the basis of distance from the cluster center. Like 
the probability factor, scaling is done on a scale of 0-1. 
The value which won’t lie in the range of outlyingness 
factor is considered as outlier.

Another preliminary clustering algorithm that detects 
outlier cluster on the basis of Mutual Neighbors 
Graph (MUNG) constructed by connecting each 
point to its mutual neighbors and detects clusters 
with the idea that outlier clusters are smaller than the 
rest of the clusters (Huang et al., 2017). A survey on 
different outlier detection techniques whose broader 
outline is covered here is given in (Thudumu et al., 
2020).

From the literature, we concluded that it is necessary 
to detect and remove outliers from the dataset and 
the techniques of outlier detection must become part 
of clustering techniques. If by all means the outlier 
is needed as part of a dataset, then its impact should 
be minimized to save dataset from bias value. In this 
paper, an outlier detection technique is proposed and 
added to the existing algorithm of K means clustering 
which modified the existing K means algorithm. If 
the outlier cannot be removed from the dataset, the 
proposed algorithm will ensure the minimization of 
the effect of the outliers. K means clustering algorithm 
is explained in the following section before going into 
the details of the proposed algorithm.

K-means clustering
Euclidean distance is a measure for similarity used in 
K Means clustering. Points with multiple coordinate 
are used for the representation of each attribute on 
the Cartesian space. A single point on Cartesian 
space represents the single database instance. Single 
variable value is represented by each coordinate of the 
system. Points are allocated to a k number of clusters 
by calculating Euclidean distance from its cluster 
center. At the start election of the cluster, the center 
is random in the K Means process. Given below are 
the steps for the K-Means algorithm (Shaheen et al., 
2011a; 2013b).

(i) Pick K random points from a given dataset and 
designate them as cluster centers (CC).

A1, A2, A3, An= Data points. Sx represents new point.

(ii) Calculate distance (Euclidean distance) of every 
point from the cluster centers randomly picked in the 
previous step (Equation 2).

(iii) Calculate the new values of cluster centers by 
taking the average value of the points allocated to 
each cluster center (Equation 3).

Here represents a point in Cartesian coordinates has 
all the values of associated attributes of the database. 

(iv) Calculate the error by using the square error 
criterion (Equation 4).

The process will run till convergence and consistency 
of cluster centers. 

The convergence of K-Means clusters to local minima 
enables it to divide parse datasets into clusters based 
on Euclidean distance (Markov and Laroze, 2007; 
Shaheen et al., 2011a). All the data points which 
belong to the same cluster have statistical similarity 
which cannot be identified through conventional 
clustering techniques. The efficiency of an algorithm 
is determined by its time complexity which in the 
case of K-Means is O (TKN).

N= number of input data points; K= number of 
clusters; T= number of iterations or passes in which 
K-Means converged.

The paper is organized in a systematic way. Section 
2 explains the method proposed for detecting the 
outliers from clusters obtained by K Means clustering. 
In the extension of section 2, section 3 gives a modified 
K Means clustering algorithm. Results are presented 
in section 4 and section 5 concludes the paper.

Materials and Methods

In the K-means algorithm, every data point is assigned 
to one cluster without taking care of the fact that it 
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might be an outlier. We proposed an algorithm to 
find outliers from the dataset without compromising 
accuracy achieved by the K-means algorithm. 

For this, a variable with the name of Clus-Span is 
introduced. Clus-Span has the value of threshold of 
spanning distance of a cluster. “Outlier Threshold” 
is the name for this value. As this Outlier Threshold 
value decides how far a cluster can stretch to get 
an item, it is very important to calculate this value 
accurately. The Equation 5 is to compute OT value.

Where; n= number of clusters and m = number of 
items in a dataset. This Equation 5 calculates the mean 
Euclidean distance of the points from its centroid and 
takes an average of mean Euclidean distance to set it 
as clus-span.

Algorithm 
Name: (Outlier Detection)
Description: This algorithm is used to detect outliers 
from the clusters made through K means clustering 
algorithm.
1. Find Euclidean distance D as in K Mean 

clustering and then find the value of clus_span 
according to eq. 5. 

2. The data point where D is greater than the value 
of clus_span will be assigned to a cluster with 
minimum distance 

3. The data points where D is greater than clus_span 
will be assigned to a temporary cluster.

4. Adjust the centroid of the points allocated in 
Step-2 to the mean position of its points as in K 
mean clustering.

5. Find the value of clus_span again.
6. Repeat till convergence. 
7. The clusters holding only one item will be deleted. 

A separate cluster with an outlier exists now.
8. Re-compute the distance of each item from 

centroids.
9. Assign the item to the closet centroid.
10. Adjust the centroid to the mean position of its 

points.
11. Repeat until no further assignment is possible.

The distance between data points and all the 
randomly picked centroids is calculated by using 

Euclidean distance. In step 1, euclidean distance is 
calculated and is compared with a threshold named 
clus-span. In step 2, those points which are below the 
minimum threshold are grouped in a new cluster. For 
the readjustment of the centroids to their original 
positions according to the other points of clusters, 
the mean of the centroid is taken in step 3. Step 4 
dynamically changes the threshold value for the outlier 
because a new threshold value is again calculated. Till 
the formation of smart clusters, all steps are repeated. 
Once smart clusters are generated, step 6 will prune 
the falsely assigned data points. Finally, every data 
point is once again measured from the centroid to 
re-arrange the centroids to its actual position. The 
pseudo code for the algorithm is given below.

(Caption removed from this place)
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The dataset for testing of the algorithm is collected 
from two different sources. One dataset was census 
data and the other one was a hypothetical benchmark 
in which worst possible instances for the algorithm 
are manually added. Results of the experiments are 
discussed in the next section.

Results and Discussion

As mentioned earlier, the proposed algorithm is 
tested on two different data sets and its efficiency is 
compared with the efficiency of existing algorithms. 
One of the datasets is collected from an online 
resource and was census data. The other data set is a 
hypothetical benchmark in which a few specific data 
instances were added that can be considered as the 
worst case for the proposed algorithm.

Figure 3: A: Division of data into clusters in dataset 1; B: Resulting 
Clusters of dataset 1 after pruning.

The experiment is performed by developing an 
add-in for WEKA software in which the add-in is 
plugged with an existing K Means clustering module. 
The experiment is performed on Intel Core 2 Duo 
machine placed on a distributed network. Five passes 

on both the datasets were run by making a slight 
modification in the few of the data files.

The outliers in all the passes were efficiently detected 
and pruned, and clusters are always being formed in 
noise-free data. 7% of the genuine data points were 
falsely classified as outliers.

Figure 4: A: Division of data into clusters in dataset 2; B: Resulting 
Clusters of dataset 2 after pruning.

The complexity of K Means is O (NKT), where N 
is the number of clusters, K is the number of items 
and T is the iterations till the clustering reaches 
equilibrium. As our algorithm does not require any 
extra calculations, the complexity for the first pass 
is still O (ken) while for the second pass O (k (n-t) 
v) where t is the number of outliers. So complexity 
for both passes would be O (kv (n+ (n-t))). But 
since t would be a very small number it is almost 
negligible so we can simplify the complexity to O 
(2knv). Experimental results on different datasets 
are given below in Figures 3-5. Figure 3a illustrates 
thresholding clusters of dataset 1 are formed and 
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Outlier cluster of dataset 1 is pruned as shown in 
Figure 3b. Same results are shown in Figures 4a, b, 5a, 
b on dataset 2 and dataset 3.

Figure 5: A: Division of data into clusters in dataset 3; B: Resulting 
Clusters of dataset 3 after pruning.

In K-Mediod, the outliers are not dealt with, but 
it reduces the effects of extreme values in resulting 
clusters by using median as centroids. This prevents 
outliers to be chosen as centroids resulting in 
inefficient clustering. But outliers are still clustered 
nonetheless. Our algorithm effectively removes 
outliers from being clustered and also is not affected 
by extreme values since they are pruned.

Furthermore, in the ODIN method and OCI method, 
the threshold value is initially assigned which could 
probably take many iterations of the algorithm to 
judge the proper value for threshold in order to get 
more accurate results.

Conclusions and Recommendations

K-Means clustering is the most widely used clustering 
technique with a drawback that it does not have the 

provision of outlier detection and removal. The paper 
proposed an outlier detection algorithm which after 
experimentation is found to be efficient in terms of 
accuracy and execution time and yields better results in 
removing and detecting outliers. The time complexity 
of the algorithm is linear as compared to other outlier 
detection techniques. All asymptotic complexities for 
the algorithms are same.

The work can be extended to include different 
parameters like size of the cluster, concentration of 
cluster points (called as density) and spread of the 
cluster, in calculation of the value of outlier threshold 
clus-span. Selection of initial centroids on the basis of 
certain criterion can also improve the efficiency of the 
algorithm.
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